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Introduction
Emerging as a transformative force in numerous sectors, Artificial Intelligence (AI) has the

potential to address some of the biggest challenges in education today by offering

innovative solutions according to UNESCO (Unesco). It also helps with the progression of

the United Nations Sustainable Development Goal (SDG) 4: to ensure inclusive and

equitable quality education and promote lifelong learning opportunities for all (Goal). The

integration of AI in education proposes a multitude of advantages, such as facilitating

access to high-quality educational resources regardless of economic status or

geographic location and adapting to individual student needs (Rmontalvo). Nevertheless,

the swift and continuous development of AI and technology allows for the introduction of

numerous unavoidable challenges and risks, causing the topic to be of significant global

interest. The absence of national regulations on Generative AI (GenAI) in most countries

also leaves the data privacy of users unprotected and educational institutions largely

unprepared to validate the tools that it may offer (Unescodoc). Aspects of avoiding the

overshadowing of AI over human educators (Thao) as well as potential issues of bias and

inaccuracy emphasise the imperative need to understand to what extent AI has an

effective role in education, further calling on the international community to analyse the

long-term implications of AIs inevitable involvement in pedagogy.

Key Terms
Artificial intelligence (AI): Technology that enables computers and machines to simulate

human intelligence and problem-solving capabilities. In an educational context, AI can

involve personalised learning and lesson plans, language processing, and AI-assisted

tutoring and revision (What).

Educational technology: A focus on the technological tools and media that assist in the

communication of knowledge, and its development and exchange (Educational).
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Digital Divide: The gap between demographics and regions that have access to modern

information and communications technology, and those that do not or have restricted

access. In the context of AI and education, the implementation of AI within education may

not be equitable in regions that do not have access to these resources.

Digital Literacy: The ability to use, understand, and critically evaluate information

through digital technologies.

Digital Ethics/Data Privacy: Ethical standards relating to the use of information by

organisations, such as asking for permission to collect and store data that has been used.

This relates to the protection of users’ personal information, and considering how student

data may be used.

Algorithm Bias: The systemic and repeatable errors in a computer system that create fair

outcomes. In an educational environment, AI may present biased information and a

partisan perspective.

General Overview

Inequality and the Digital Divide: The integration of AI in education plays a dual role in

the digital divide, having the potential to both exacerbate and alleviate inequality. AI

tools used for education can enhance personalised learning experiences by identifying

areas in need of support and providing targeted assistance (Cohen), further providing

support for specific students' needs and fostering inclusivity. However, UN

Secretary-General António Guterres says that “it [AI] must benefit everyone, including the

one-third of humanity who are still offline.” The current technological developments

being considered “the fourth industrial revolution” (Adi) have enhanced AI usage in

everyday life. However, around 2.6 billion people remain offline worldwide according to

UN data (Economic), further increasing the digital divide. Without urgent action to close

this gap and promote equitable access to AI technologies, billions of people around the

world will be excluded from the benefits of this technological revolution, while suffering

its disruptions (Don’t). Although affluent communities may readily introduce AI in

education, economically disadvantaged regions may struggle to integrate such tools.

Therefore, efforts to promote fair distribution by addressing socio-economic disparities

are crucial to ensure equitable access to AI-enhanced educational resources.
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Privacy and security issues: The integration of AI in education requires the collection

and processing of personal student data. The European Union’s General Data Protection

Regulation (GDPR) is the most comprehensive privacy regulation in the world, governing

data protection and privacy for all individuals within the EU. In the United States, the

Children’s Online Privacy Protection Act (COPPA) similarly protects specific types of data

(www.reuters.com). However, there is currently no overarching federal privacy law in the

US that comprehensively addresses AI-driven data processing. The main privacy concern

surrounding AI is said to be the potential for data breaches and unauthorized access to

personal information (AI and).

Disinformation and misinformation: According to Bloomberg, misinformation and

disinformation generated by AI are seen as one of the top global threats this year by the

World Economic Forum (Tsio). According to many AI researchers, generative AI will make

it easier to create realistic but false or misleading content (Simon). According to Javin

West, co-founder of the Center for an Informed Public, AI can create misleading

information on its own. Although it is meant to respond based on actual data when

prompted, it can “hallucinate” its own sources (AI). This provides potentially catastrophic

outcomes for public information, allowing for the potential of misinformation when AI is

used in an educational context. This also means that AI models may promote biased

beliefs or ideals. As educational materials generated using AI algorithms may lack

accurate and reliable information, it can mislead students therefore compromising the

quality of education that they are receiving with AI involvement.

Plagiarism and academic integrity: An overreliance on AI-related educational content

may contribute to a decrease in critical thinking skills. If students are not encouraged to

analyse information, their ability to evaluate the reliability and validity of information is

hindered. Thus, AI may be misused to generate essays or reports, which is considered

plagiarism. Using AI in an educational context may benefit students, but also can be

misused.

Major Parties/Countries Involved

United States: The U.S. Department of Education Office of Educational Technology

addressed the “clear need for sharing knowledge, engaging educators, and refining

technology plans and policies for AI use in education (Artificial). The Science and
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Technology Policy Office has identified a “Blueprint for an AI Bill of Rights” to guide the

design, use, and deployment of automated systems to protect the American public in the

age of AI (Blueprint). A significant amount of attention has also been directed towards

AI's impact on the upcoming Presidential election.

China: China has acknowledged the development of AI’s profound impact on human

society and aims to build a world-leading AI industry by 2030 (Full). In August of 2023, a

new Chinese law designed to regulate generative AI came into force. It introduces new

restrictions for companies providing these services to consumers regarding both the

training data used and outputs produced (The). The Cyberspace Administration of China

also drafted legislation regarding protecting minors from harm and upholding user rights

(Making).

European Union: The use of AI in the EU is regulated by the AI Act, which is the world’s

first comprehensive AI law [Effective in 2025]. This assesses the potential risks of AI’s

usage as well as general requirements for transparency (EU). Following the EU’s GDPR

data protection laws, all AI systems must respect and adhere to the data subject rights

granted under it (The Impact). The EU emphasizes the importance of data privacy and

protection regarding the usage of AI, particularly for minors.

India: According to the International Monetary Fund, by the end of this decade more

Indians will use AI every day than in any other country in the world. Moreover, India is on

the cusp of a technological revolution that could alter the trajectory of its social and

economic future (NANDAN). India’s IT minister informed the Parliament that they are not

planning to regulate the growth or set any laws for AI in the country (TOI).

UN Involvement & Relevant Resolutions

United Nations’ Involvement: The United Nations has recognized the importance of

ethics in AI, as promoted through The Recommendation. Approved by consensus by all

193 UNESCO member states, it places a special emphasis that the promotion of human

rights must be the basis of any AI regulation. It also focuses on particular areas that have

been neglected in discussions about AI, such as countries’ level of development and

potential bias. One of its key requirements outlines that policies must be aimed at

providing adequate AI literacy education to the public to empower users and reduce

digital divides. (www.unesco.nl). The United Nations also recognizes AI's ability to
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progress in achieving SDG 4, ensuring quality education. UNESCO emphasises that AI

tools will not help address fundamental challenges in education or achieve SDG 4 unless

such tools are made inclusively accessible and advance equity, linguistic diversities, and

cultural pluralism. (Unescodoc)

General Assembly Plenary resolution draft: In December of 2023, the UNGA drafted a

resolution on “Seizing the Opportunities of Safe, Secure, and Trustworthy Artificial

Intelligence Systems for Sustainable Development” (DocumentCloud). This condemns

any misuse of AI that undermines peace and human rights, applying to an AI system's

entire “life cycle” (Axios). It commits UN member states to promote “responsible and

inclusive design, development, deployment, and use” of AI towards global challenges

such as providing quality education to all people. More Economically Developed

Countries (MEDCs) are also encouraged to fund AI development in the Global South.

Possible Solutions:

Reducing AI and the Digital Divide: Member States could extend educational AI

resources in the Global South to provide quality learning opportunities to students who

lack consistent or any internet access and reduce disparities in educational

opportunities.

Ethical Frameworks: Member States could call for the implementation of robust ethical

guidelines for the use of AI in education to address issues of responsible, honest use of

technology and misinformation.

Cybersecurity: Encrypting student data during its transmission and storage as well as

monitoring and addressing potential security risks assists in the avoidance of security

breaches.

Spreading Awareness about Misinformation: Educating students about potential

misinformation from AI, and encouraging them to critically evaluate the validity of

information presented.
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